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Resumen

En este articulo se examinan los limites filoséficos y fenomenolégicos de la idea
de transferir la conciencia humana a una maquina. Existen teorias como el Es-
pacio de Trabajo Neuronal Global (ETNG), la Teoria de la Informacién Integrada
(TIN) y la Emulacién Cerebral Completa (ECC) que proponen modelos funcionales
de la conciencia; sin embargo, estas aproximaciones no logran captar la dimen-
sion subjetiva, encarnada y afectiva de la misma. A través de un didlogo entre la
neurociencia cognitiva, la filosofia de la mente y la fenomenologia se sostiene
que la conciencia es mas que solo informacién procesada: es una experiencia
vivida, situada y corpérea. Por ello, se afirma que la transferencia completa de
la conciencia a una maquina no es inviable por cuestiones técnicas, sino por una
comprension reduccionista de la condicién humana. Se concluye que la concien-
cia no puede disociarse ni del cuerpo ni de la historicidad vivida, sin despojarla de
Su esencia.

Palabras clave: conciencia, fenomenologia, identidad personal, reduccionismo,
transferencia mental

Abstract

In this article, the philosophical and phenomenological limits of the idea of transfe-
rring human consciousness to a machine are examined. There are theories such as
the Global Neuronal Workspace (GNW), the Integrated Information Theory (IIT), and
the Whole Brain Emulation (WBE) that propose functional models of consciousness,
however, it is argued that these approaches fail to capture its subjective, embodied,
and affective dimensions. Through a dialogue between cognitive neuroscience,
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philosophy of mind, and phenomenology, it is maintained that consciousness is
more than processed information: it is a lived, situated, and embodied experience.
Therefore, it is argued that the complete transfer of consciousness into a machine is
not unfeasible due to technical issues, but rather due to a reductionist understanding
of the human condition. It is concluded that consciousness cannot be dissociated
from the body or from lived historicity, without stripping it of its essence.

Keywords: consciousness, mental transfer, personal identity, Phenomenology,
reductionism

Delaciencia ficcion alarealidad, el dilema de Roy Batty
La idea de que la conciencia humana puede ser transferida a una maquina ha
dejado de ser una simple especulacién futurista para convertirse en un punto de
friccion entre la neurociencia, la inteligencia artificial y la filosofia de la mente.
Lo que en el pasado parecia un argumento exclusivo de la ciencia ficcién, hoy
se discute seriamente en ambitos académicos y tecnoldgicos, impulsado por
teorias cientificas de la conciencia. Algunas de ellas presentan un enfoque
neurocognitivo (Dehaene, 2014), otras buscan explicarse a través de un proceso
matematico-fenomenoldgico (Tononi, 2008), o mediante un enfoque tecnoldgico-
filosofico dentro de la corriente del Transhumanismo (Kurzweil, 2024). Desde
una perspectiva esencialmente funcionalista, estas propuestas sostienen que
la conciencia podria entenderse como un proceso de integracion y distribucion
de informacién en redes neuronales, la cual es susceptible de ser replicada en
soportes artificiales. Sin embargo, estas hipotesis enfrentan diversas objeciones
filosoficas, particularmente en relacién con la experiencia subjetiva y, en especial,
con los qualia, entendidos como los aspectos fenomenoldgicos inefables de las
sensaciones y percepciones. Autores como Chalmers (1996), Nagel (1974), Block
(2007) y mas recientemente Gazzaniga (2018), han subrayado los limites explica-
tivos de dichos modelos para tratar de dar cuenta de la conciencia en su totalidad.
A partir de este contexto, se plantea la pregunta central de este articulo sobre
la posibilidad de transferir plenamente la conciencia humana a una maquina. La
hipotesis que aqui se sostiene es que, si bien ciertos procesos cognitivos como
la atencién, la memoria o la toma de decisiones pueden ser simulados computa-
cionalmente, existen limites filoséficos y fenomenoldgicos insalvables que impi-
den unatransferencia completa de la misma. Entre los mas importantes destacan
la dimensidén subjetiva de la experiencia humana, la constitucion corpérea de la
mente y la construccién narrativa de la identidad personal. Para tratar de descifrar
si es posible esta transferencia, se propone realizar un andlisis teérico y critico
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gue contraste las propuestas cientificas actuales con los enfoques filoséficos
de la conciencia fenoménica y del cuerpo vivido. Este enfoque dialdgico e inter-
disciplinario tiene como objetivo confrontar los argumentos de la neurociencia
cognitiva con los de la fenomenologia y la filosofia de la mente para ofrecer una
evaluacion teodrica sobre las posibilidades reales y los limites del proyecto trans-
humanista de digitalizacién del yo.

Antes de seguir avanzando, es importante puntualizar que se usara la palabra
conciencia para referirse a la capacidad del ser humano de darse cuenta o recono-
cer algo, ya sea del mundo exterior, como objetos, situaciones o cualidades; o bien,
de su mundo interior, como pensamientos, emociones o cambios en su propio
yo. Esta definicién abarca el concepto que cominmente entendemos como estar
consciente de algo, y se alinea con la formulacién ofrecida por José Ferrater Mora
en su Diccionario de Filosofia (1965). Ferrater sefiala que, a lo largo de la historia del
pensamiento, el concepto de conciencia ha sido interpretado de formas muy diver-
sas, desde la autoconciencia reflexiva en la filosofia moderna, hasta la conciencia
moral como voz interior que distingue el bien del mal, y mas recientemente, como
la experiencia subjetiva que acompafa nuestros estados mentales. Comprender
estas distintas aproximaciones permite situar mejor los debates actuales sobre la
conciencia en campos como la neurociencia, la inteligencia artificial y la filosofia
de la mente.

Uno de los ejes mas relevantes del pensamiento filoséfico ha sido la distincién
entre una concepcion cosista de la conciencia, que la entiende como sustancia o
facultad autosuficiente, y una concepcion intencional, que la define como funcién
dirigida a algo distinto de si misma. Mientras que en ciertos enfoques antiguos
y medievales predomino la idea de la conciencia como un atributo sustancial del
alma, con la modernidad emergen definiciones centradas en la auto-transparencia
del yo, es decir, que el sujeto es consciente de si mismo de forma directa, sabe que
sabe o se percibe a si mismo pensando, sintiendo o actuando.

De acuerdo con Ferrater (1965), en el siglo xx, la fenomenologia consolidé la
comprension de la conciencia como intencionalidad. “Brentano concibe la con-
ciencia como intencionalidad y, por lo tanto, hace de la conciencia algo que no
es continente ni contenido, sino mera proyeccién y referencia a aquello que es
mentado” (p. 324). De toda esta diversidad de autores y lineas de pensamiento
se desprende un rasgo comun que sera fundamental en el curso de la presente
investigacion: “la conciencia constituye el principio de unidad de la experiencia”
(p. 326). Aquello que permite articular percepciones, recuerdos y expectativas en
un horizonte coherente.
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Aqui se asumird precisamente esta significacion intencional-fenomenoldgica
de la conciencia. Mas que una sustancia aislada o una mera funcién cognitiva, la
conciencia sera entendida como la capacidad del sujeto de estar dirigido hacia el
mundo y de unificar sus experiencias en una vivencia coherente. Esta definicion
resulta la mas pertinente para examinar los limites de la emulacién artificial pues
mientras los sistemas computacionales pueden procesar informacion, lo que esta
en cuestion es si pueden replicar esa intencionalidad y unidad vivida que constitu-
yen la base de la subjetividad.

Asimismo, en el marco de este trabajo, también sera importante establecer que
el término madquina no se limita a un artefacto mecanico o a un simple sistema
de computo, sino que alude a un dispositivo capaz de implementar en un soporte
no bioldgico arquitecturas funcionales semejantes a las del cerebro humano. Pro-
yectos como el Whole Brain Emulation (WBE), documentado por Kurzweil (2012),
apuntan precisamente a la posibilidad de mapear con precisién la conectividad
cerebral y reproducir su dindmica causal en otro medio. Dehaene (2014), dentro del
marco del Global Neuronal Workspace (GNW), sostiene que la conciencia emerge
de interacciones distribuidas en redes neuronales de largo alcance y, en principio,
una simulacion completa de estas redes podria ejecutarse en una maquina digital.

En esta misma linea de pensamiento, Kurzweil (2012) propone que el neocértex
opera bajo un principio basico, el Pattern Recognition Theory of Mind, que podria re-
plicarse en soportes artificiales para recrear procesos semejantes a los humanos.
Entender por maquina un sistema computacional que replica patrones neuronales
no agota la discusién. Si tal dispositivo pudiera, ademas, emular la percepcion sen-
sorial y la interaccién corporal con el entorno, como hipotetizan algunas perspecti-
vas de larobética avanzada (Bostrom, 2014) y de la inteligencia artificial encarnada
(Kurzweil, 2012), estariamos frente a una maquina dotada de un cuerpo artificial,
pues tendrian sensores visuales, tactiles, auditivos, cinestésicos y motores que le
permitirian situarse en un mundo y responder a él. Sin embargo, el desafio central
radica en discernir si esta emulacion de los sentidos equivale, en efecto, a la per-
cepcidn vivida por un organismo biolégico.

Partiendo de este contraste, la cuestion que se vuelve crucial en este punto es,
aunque una maquina pudiera procesar informacion sensorial y generar respuestas
funcionales coherentes, lo que permanece en entredicho es si ello conllevaria una
experiencia subjetiva. Simular estimulos visuales mediante camaras o reacciones
afectivas mediante algoritmos no es lo mismo que sentir la emocién que despierta
un paisaje o el dolor que provoca una herida. El cuerpo humano no solo percibe,
sino que vive su percepcion en continuidad con su memoria, su historia y sus
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afectos, produciendo un impacto en su percepcién del mundo y su interaccién con
él. Por ello, aunque la hipétesis de Dehaene (2014) o la de Kurzweil (2012) ofrecen
un marco funcional para pensar una maquina como receptaculo de la conciencia,
desde una perspectiva filoséfica se puede sostener que la subjetividad no se re-
duce a la mera integracion de informacion sensorial y computacional, sino que se
arraiga en una corporeidad vivida que dificilmente puede ser replicada.

Un ejemplo particularmente ilustrativo de estas tensiones que se han relatado se
puede encontrar a principios de los afios 80’s en la figura de Roy Batty, personaje
del clasico cinematogréafico Blade Runner (Scott, 1982). Precisamente en la esce-
na cuando este replicante, un humanoide modelo Nexus-6, pronuncia su célebre
monologo: “I've seen things you people wouldn't believe. Attack ships on fire off
the shoulder of Orion. | watched C-beams glitter in the dark near the Tannhauser
Gate. All those moments will be lost in time, like tears in rain...” (Scott, 1982, 1:45:23).
Batty no solo enumera datos o imdgenes que ha atestiguado como androide,
sino que revela una subjetividad afectiva y consciente de la muerte, lo cual resulta
extraordinario e inverosimil. Pues bien, este breve fragmento de la cinematografia
funciona como una critica anticipada al reduccionismo subyacente en las teorias
que aspiran a transferir la conciencia a una maquina, pues aunque se lograsen
emular patrones neuronales y procesos funcionales, la dimension vivencial y cor-
poérea de la conciencia podria no ser transferible, como se expondra a continuacion,
en un debate que tiene como objetivo contrastar las teorias contemporaneas que
sostienen que puede ser replicada y aquellas que afirman lo contrario.

La concienciapuesta en perspectiva

En el transcurso de las ultimas tres décadas, los estudios cientificos de la con-
ciencia se ha centrado en identificar los correlatos neuronales y computacionales
que posibilitan la experiencia consciente (Baars, 1988; Dehaene, 2014; Gazzaniga,
2018; Kurzweil, 2024; Tononi, 2008). Teorias que buscan desplazar las aproxima-
ciones meramente especulativas en favor de marcos empiricamente verificables.
Sus hipdtesis, aunque diversas en sus mecanismos explicativos, comparten el
objetivo de naturalizar la conciencia, o, dicho de otra manera, quieren explicarla
como un fendmeno emergente a partir de procesos fisicos y funcionales medi-
bles en el cerebro.

Un primer modelo es el GNW, desarrollado por Dehaene (2014) a partir de la
teoria original de Baars (1988), quien plantea que la conciencia emerge cuando
la informacioén es ampliamente distribuida e integrada en una red neuronal glo-
bal que conecta regiones corticales frontales y parietales. Concretamente afirma
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que la conciencia consiste en un proceso de difusion global de informacién en el
cerebro. El cerebro humano habria desarrollado redes de largo alcance, especial-
mente en la corteza prefrontal, que permiten seleccionar informacion relevante
y difundirla al conjunto del sistema nervioso. La funcién de la conciencia en este
sentido tiene como objetivo mantener activa cierta informacion dentro de este es-
pacio de difusién, haciéndola disponible para miultiples operaciones cognitivas, ya
sea nombrarla, evaluarla, memorizarla o emplearla en la planificacion de acciones
futuras. “Computer simulations of neural networks show that the global neuronal
workspace hypothesis generates precisely the signatures that we see in experi-
mental brain recordings. It can also explain why vast amounts of knowledge re-
main inaccessible to our consciousness” (Dehaene, 2014, p. 182)." Esta actividad
se correlaciona con ciertos marcadores fisioldgicos, como la onda P300, la acti-
vacion de neuronas piramidales y la sincronizacion oscilatoria de alta frecuencia.
Sus aportaciones son significativas pues la GNW ha mostrado tener aplicacio-
nes clinicas relevantes, como la deteccién de conciencia residual en pacientes
en estados no comunicativos.

Por su parte, la lIT, formulada por Tononi (2008), sostiene que la conciencia no
depende unicamente de la cantidad de informacién procesada, sino de la capaci-
dad de un sistema para integrar esa informacién en una totalidad unificada. Segun
su teoria, un estado consciente se caracteriza por poseer un contenido rico y dife-
renciado, pero al mismo tiempo indivisible, de modo que la experiencia subjetiva
surge precisamente de esta integracion. Para cuantificarlo, Tononi introduce el
parametro ® (phi), que mide el grado de interconexién causal dentro de un sistema,
cuanto mayor es ®, mayor es el nivel de conciencia atribuible al sistema. En este
sentido, la IIT no reduce la conciencia a correlatos neuronales locales, sino que la
identifica con la forma en que la informacion se organiza y se mantiene integrada
en un todo coherente.

De alguna manera, alineada con los esfuerzos realizados por la GNW, el
atractivo de esta propuesta reside en su intento de ofrecer una formulaciéon ma-
tematica y empiricamente contrastable de la conciencia, al punto que algunos
experimentos con estimulacién cerebral y electroencefalografia han tratado
de estimar valores de ® en sujetos humanos y animales. No obstante, esta
teoria ha recibido criticas significativas porque su aplicabilidad practica resulta

T “Las simulaciones computacionales de redes neuronales muestran que la hipétesis del espacio

de trabajo neuronal global generan precisamente las sefiales que observamos en los registros
cerebrales experimentales. También puede explicar por qué grandes cantidades de conocimiento
permanecen inaccesibles a nuestra conciencia.” (Dehaene, 2014, p. 182) (Todas las traducciones
son del autor).
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limitada pues el célculo exacto de ® en sistemas complejos es practicamente
inabordable. Por otro lado, autores como Chalmers (1996) advierten que la IIT
no distingue claramente entre la simulacion de un proceso consciente y la exis-
tencia de una conciencia real. Si bien la IIT representa uno de los intentos mas
ambiciosos de formalizar la experiencia subjetiva, sigue siendo discutido hasta
qué punto su formalismo logra captar lo que hace de la conciencia un fenémeno
irreductible.

Por su parte, la propuesta WBE, impulsada por Kurzweil (2024) es, quizas, la
mas agresiva en afirmar la posibilidad de transferir la conciencia humana a una
magquina. Esta corriente ligada al Transhumanismo sostiene que seria posible
replicar digitalmente un cerebro humano mediante el escaneo detallado de sus
estructuras sinapticas y funcionales. “A key issue | explored in How to Create a
Mind is the philosophical and moral implications of replicating all the information
in a human brain, which will be possible during the lifetimes of most people alive
today” (Kurzweil, 2024, p. 117).2 Bajo este supuesto, una copia funcional de la
mente podria “correr” en un hardware alternativo. “At the stage of directly copying
over the contents of living brains to nonbiological mediums, we transition from the
merely simulated replicants | describe to actual mind uploading, also known as
whole-brain emulation, or WBE” (p. 134).% Kurzweil ha logrado posicionarse como
uno de los mas fervientes defensores de la idea de que la mente humana puede ser
transferida a un soporte no biolégico.

Este autor afirma que el cerebro es, en esencia, un sistema de reconocimiento
de patrones jerarquico, es decir, un grupo de algoritmos disefiado para ejecutar
diversas funciones, los cuales pueden ser descritos e implementados en diferen-
tes sistemas computacionales de manera indistinta. En su mas reciente obra, The
Singularity is Nearer (2024), establece que, al capturar y replicar los patrones de
activacion y las conexiones neuronales, sera posible reconstruir no solo las fun-
ciones cognitivas, sino también la experiencia subjetiva de un ser humano. Para el
director de ingenieria de Google y el cientifico de mayor renombre en la actualidad
especializado en Ciencias de la Computacion e Inteligencia Artificial, el proceso de
mind uploading no es una simple especulacion futurista, sino una consecuencia
natural del progreso tecnoldgico en neurociencia, informatica y nanotecnologia.

“Un tema clave que exploré en ‘How to Create a Mind’ son las implicaciones filos6ficas y morales de
replicar toda la informacién en un cerebro humano, lo cual seré posible durante la vida de la mayoria
de las personas que viven actualmente” (Kurzweil, 2024, p. 117)

“Enla etapa de copiar directamente el contenido de cerebros vivos a medios no biolégicos, pasamos
de los simples replicantes simulados que describo a la carga real de la mente, también conocida
como emulacién cerebral integral, o WBE” (p. 134)
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La clave para comprender la perspectiva de Kurzweil (2024) es analizar su
propuesta sobre el escaneo exhaustivo de las estructuras sinapticas y funcio-
nales del cerebro humano, hasta un nivel tal que dicha practica permita replicar
el mapa causal de las interacciones neuronales. Para explicarlo de otra forma, el
cerebro humano es un 6rgano complejo que genera conexiones fisicas, las cuales
facilitan la comunicacion entre dos 0 mas neuronas, o entre una neurona y una
célula que trabajan juntas para permitir la cognicién, el movimiento o la regulacion
de funciones vitales. Si se lograra realizar una copia exacta de este esquema
funcional completo del cerebro, la mente, desde su perspectiva, podria ser repli-
cada e implementada en un hardware alternativo. Como se puede observar, esta
afirmacion refleja la idea de que la continuidad de la identidad personal depende
exclusivamente de la preservacion de la dinamica causal en el cerebro, mas que
de su soporte bioldgico.

No obstante, Kurzweil (2002) reconoce también que este escenario abre
profundos dilemas éticos y filoséficos que han sido debatidos desde los mismos
didlogos platénicos. Y abiertamente se cuestiona sobre qué pasaria si existiera
la posibilidad de “cargar” una mente en un soporte artificial, pues no estariamos
ciertos de lo que ocurriria con la nocién de la identidad personal. “But is that per-
son based on my mind file, who migrates across many computational substrates,
and who outlives any particular thinking medium, really me? We come back to the
same questions of consciousness and identity” (p. 110).* Es importante hacer no-
tar que el autor tampoco tiene una respuesta al dilema de qué surgiria si una copia
exacta del cerebro corresponderia al mismo individuo o a un nuevo ente conscien-
te. El mismo sefiala en sus apuntes que este proceso seria uno de los cambios
mas radicales en la historia de la humanidad, pues pondria en cuestién los limites
entre lo humano y lo artificial, lo natural y lo sintético. Mas alla, implicaria que la
mortalidad podria ser superada, al transferir la mente a sistemas potencialmente
inmortales y mejorables.

Bostrom (2014), uno de los primeros filésofos contempordneos en abordar los
riesgos de la superinteligencia y el consecuencialismo, reconoce al WBE como
una de las vias mas plausibles hacia la creacién de inteligencias artificiales con
capacidades comparables y eventualmente superiores a las humanas. “WBE is
one possible path to superintelligence. Once we have the ability to emulate human
brains, we could enhance them by running them faster, connecting them together,

“¢ Pero esa persona que esta basada en mi archivo mental, que migra a través de muchos sustratos
computacionales y que sobrevive a cualquier medio de pensamiento particular, es realmente yo?
Volvemos a las mismas preguntas sobre la concienciay la identidad” (Kurzweil, 2002, p. 110)
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or modifying them in other ways” (p. 36).° Incluso detalla un mapa de ruta técnico
que va desde el desarrollo de mejores técnicas de neuroimagen hasta la construc-
cion de supercomputadoras capaces de correr tales simulaciones. “If whole brain
emulation becomes possible, it will be scalable. One could, in principle, create a
large population of emulations, all based on the same original brain or on different
ones. The economic and social consequences would be profound” (p. 33).° Sin
embargo, es mucho mas cauteloso y escéptico que Kurzweil (2024) al advertir que
la emulacion cerebral completa no solo abriria la posibilidad de replicar mentes hu-
manas, sino también de multiplicarlas masivamente, lo cual podria desencadenar
dinamicas sociales, econémicas y politicas sin precedentes, ademas de problemas
éticos sobre la explotacion o el sufrimiento digital.

Asi, mientras Kurzweil (2024) proyecta el WBE como una promesa de continui-
dad de la mente y de superacién de los limites bioldgicos, Bostrom (2014) subraya
tanto sus potenciales beneficios como sus riesgos. El primero lo presenta como la
via mas directa hacia la inmortalidad tecnoldgica y el advenimiento de la singula-
ridad; el segundo, como una de las rutas posibles hacia la superinteligencia, pero
con serias implicaciones de seguridad existencial para la humanidad. Ampliar el
analisis del WBE permite situar al lector en el corazon del debate y cuestionarse si
estamos ante una utopia de trascendencia tecnoldgica o frente a una posibilidad
cargada de dilemas ontoldgicos, éticos y politicos de gran escala.

Las criticas al reduccionismo materialista

A pesar de sus contrastes y distintos puntos de partida, las tres teorias expues-
tas, la GNW, la lIT y la WBE, comparten un enfoque funcionalista y fisicalista.
Exploradas a través de un sentido critico, podria afirmarse que pecan de ser reduc-
cionistas al concebir la conciencia exclusivamente como un producto emergente
de la actividad neuronal y, por tanto, potencialmente modelable en cualquier
soporte computacional. Todas ellas enfrentan dificultades para explicar lo que
la filosofia de la mente denomina conciencia fenoménica (Chalmers, 1996; Nagel,
1974), es decir, el qué se siente al tener una experiencia. Esta dimension subjeti-
va, vivida, encarnada y afectiva es el nticleo de muchas de las criticas dirigidas
al reduccionismo materialistay a los intentos de replicar computacionalmente la

“WBE es una posible via hacia la superinteligencia. Una vez que tengamos la capacidad de emular
cerebros humanos, podriamos mejorarlos haciéndolos funcionar mas répido, conectandolos entre
si o modificandolos de otras maneras” (Bostrom, 2014, p. 36)

“Si la emulacion del cerebro completo se vuelve posible, serd escalable. Uno podria, en principio,
crear una gran poblacién de emulaciones, todas basadas en el mismo cerebro original o en diferen-
tes. Las consecuencias econémicas y sociales serian profundas” (2014, p. 33)
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mente humana. Es precisamente en este punto donde la fenomenologia, como
corriente dentro de la filosofia, introduce elementos clave al subrayar que la con-
ciencia no es una funcién abstracta ni un mero procesamiento de informacién,
sino una vivencia situada en un cuerpo, en un mundo, y en una historia personal
(Merleau-Ponty, 1993). Esta perspectiva invita a poner en cuestién la posibilidad
misma de trasladar o copiar la conciencia humana a una maquina sin pérdida
esencial.

Filésofos y expertos en neurociencias como Chalmers (1996), Block (2007)
y Gazzaniga (2018) han advertido que la reproducciéon funcional del cerebro no
garantiza la preservacion del yo subjetivo ni la emergencia de una experiencia
consciente auténtica. Ello se deberia principalmente a que la identidad personal
no depende Unicamente de un patréon funcional, sino de la continuidad vivida
del cuerpo en el tiempo, de su anclaje en la historia encarnada del sujeto y de
su insercién en un mundo intersubjetivo. Chalmers (1996) formula una distincion
entre los “problemas faciles” y el “problema dificil” de la conciencia. Los primeros
se refieren a funciones cognitivas explicables mediante la neurociencia como la
atencién, la memoria o el procesamiento sensorial; el segundo se refiere a por
qué y cémo ciertas actividades cerebrales dan lugar a la experiencia subjetiva,
es decir, por qué existe “algo que se siente al estar consciente”. Argumenta que
la conciencia fenoménica no puede explicarse completamente en términos fisi-
cos o funcionales y propone que debe considerarse un rasgo fundamental de la
realidad, tal como el espacio o la masa. Esta posicién, conocida como dualismo
naturalista, desafia las teorias que buscan emular la mente humana sin abordar
su dimension cualitativa. En el contexto de la transferencia de conciencia, el “pro-
blema dificil” implica que, aunque se pudiera copiar la funcionalidad cerebral, ello
no garantiza que emerja una experiencia subjetiva auténtica en el soporte digital.

Aunque Chalmers (1996) intenté durante mucho tiempo evitar el dualismo
mente-cuerpo por ser una postura dificil de sostener en el marco de la ciencia
contempordnea, tras un profundo andlisis concluye que el dualismo no solo es
una opcion plausible, sino también intelectualmente satisfactoria. Su postura
puede describirse como un “dualismo de propiedades” o “dualismo naturalista”,
en el sentido de que considera a la conciencia como una propiedad fundamental
de la realidad, no reductible a procesos fisicos. Sin embargo, también sostiene
que la conciencia podria surgir en cualquier sistema que reproduzca la organiza-
cion causal adecuada, lo cual abre la posibilidad de su emergencia en soportes
no biolégicos basado en el principio de invariancia organizacional: “| am happy to
embrace the conclusion that if cognitive dynamics are computable, then the right
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sort of computational organization will give rise to consciousness” (p. 322).” Sin
embargo, la posibilidad de describir en términos computacionales la organizacién
causal del cerebro plantea dificultades técnicas y tedricas aln no resueltas. Este
es precisamente el dilema insalvable, al menos en el estado actual del conoci-
miento. La nocion de que la organizacion causal del cerebro, la manera en que
sus partes interactuan para producir estados conscientes, pueda describirse en
términos de una abstraccién computacional, sin necesidad de replicar la materia
bioldgica es controvertida. En teoria, no seria necesario copiar un cerebro neu-
rona por neurona, sino capturar su estructura causal relevante para poder ser
implementada en otro soporte.

Pero, como el propio Chalmers (1996) afirma, esto supone que la organizacion
relevante del cerebro pueda describirse a partir de un niumero finito de partes, cada
una con un ndmero también finito de estados posibles. Sin embargo, no todos
aceptarian esta premisa. Algunos podrian objetar que, para reflejar adecuadamen-
te el papel esencial del procesamiento continuo en una neurona, seria necesario
admitir un ndmero infinito de estados. Y aln mas, hay quienes sostendrian que las
transiciones entre esos estados infinitos podrian ser, en principio, no computables.
Esta dificultad marca los limites epistemoldgicos y técnicos que enfrenta cualquier
intento de replicar la conciencia a través de la emulacion computacional. En tal
caso, es importante distinguir entre un dualismo ingenuo, como el que subyace a
ciertas propuestas transhumanistas que conciben la mente como un software que
podria descargarse en cualquier hardware, y un dualismo mdas matizado, como el
propuesto por Chalmers (1996), quien sostiene que la conciencia es una propiedad
fundamental no reducible a lo fisico, aunque, en principio, podria surgir en sistemas
que reproduzcan la organizacion causal adecuada.

Para sostener su argumentacion, Chalmers (1996) retoma la propuesta de
Nagel (1974), quien introduciria el concepto “qué se siente” (‘what it is like?") como
nucleo de la conciencia. Este autor sostiene que una mente consciente se carac-
teriza por tener una perspectiva interna, una vivencia subjetiva inaccesible desde
la tercera persona. Aunque se pueda conocer todos los datos objetivos sobre un
murciélago, nunca sabremos cémo se siente ser uno, porque eso implica una
experiencia encarnada desde dentro. Este argumento establece un limite episte-
moldgico a la comprension de la conciencia desde los modelos computacionales.
Aplicado al debate sobre su transferencia, implica que no hay forma de verificar si

7 “Estoy contento de aceptar la conclusion de que sila dindmica cognitiva es computable, entonces el

tipo adecuado de organizacién computacional dard lugar a la conciencia” (Chalmers, 1996, p. 322)
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una computadora siente algo, incluso si replica a la perfeccion las funciones cere-
brales humanas. El aspecto cualitativo de la conciencia, es decir, el “qué se siente”,
constituye un limite intrinseco, una barrera ontoldgica y epistemoldgica, dado que
la naturaleza subjetiva de la experiencia consciente no es accesible desde una
perspectiva externa ni reproducible a través de una simulacion computacional.
Por su parte, Block (1995) afadird un elemento mas a este debate al hacer la dis-
tincion entre A-consciousness ‘conciencia de acceso’ y P-consciousness ‘conciencia
fenoménica’. La primera se refiere a la disponibilidad de contenidos mentales para el
razonamiento, la toma de decisiones y la accion verbal; la segunda, a las cualidades
subjetivas de la experiencia. Block (2007), critica las teorias que equiparan concien-
cia con funcionalidad, argumentando que es posible tener conciencia fenoménica
sin conciencia de acceso, como ocurre en ciertos estados perceptivos preatenciona-
les 0 en suefios lucidos. “P-conscious content is phenomenal, whereas A-conscious
contentis representational. Itis of the essence of A-conscious content to play arolein
reasoning, and only representational content can figure in reasoning. [..] many pheno-
menal contents are also representational” (p. 170).% Distinguir entre acceso funcional
y experiencia fenoménica es esencial para comprender los limites de las propuestas
de inteligencia artificial puesto que una maquina puede operar datos sin que ello con-
lleve una vivencia consciente, careciendo por tanto de una experiencia fenoménica.
Mas recientemente, Gazzaniga (2018), subraya que la conciencia no es un mé-
dulo aislado ni una funcién central, sino un instinto complejo que emerge de la inte-
raccién dinamica entre circuitos y capas distribuidos entre el cerebro primitivo y el
neocortex. Desde su punto de vista, todos compartimos ese estado que llamamos
conciencia como una forma de estar atentos al fluir de nuestros pensamientos,
deseos, emociones y sentimientos acerca del mundo, de los otros y de nosotros
mismos. Se trata de una vivencia que, ademas de estar siempre presente, es pro-
fundamente personal, nos define y establece los limites de nuestra experiencia. En
ultima instancia, es lo que da forma al hecho mismo de vivir. “The conscious self
seems to ride above the physical brain and all its layers and modules. It seems that
without it, we would be nothing but one of the automatons that Descartes observed
[..]. Amachine” (p. 174).° Y desde esta perspectiva, apunta que cualquier intento de

“El contenido P-consciente es fenomenal, mientras que el contenido A-consciente es representa-
cional. Es parte de la esencia del contenido A-consciente desempefiar un papel en el razonamiento,
y solo el contenido representacional puede participar en el razonamiento. [..] muchos contenidos
fenomenales también son representacionales” (Block, 2007, p. 170)

"El yo consciente parece cabalgar por encima del cerebro fisico y todas sus capas y médulos. Pare-
ce que sin él, no seriamos mas que uno de los autématas que Descartes observé [..]. Una maquina"
(Gazzaniga, 2018, p. 174)
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replicar la conciencia a partir de una metéfora computacional cldsica que concibe
al cerebro como una maquina estaria condenado a una comprension parcial del
fenémeno.

En esta misma linea de ideas, Chalmers (1996) ya habia advertido sobre un
riesgo inherente de los modelos computacionales de la conciencia al relatar el
desarrollo de sistemas que actian como si fueran conscientes, pero que care-
cen de una experiencia interna genuina. Estos sistemas, denominados zombis,
podrian exhibir conductas sofisticadas, incluso, emular emociones y lenguaje,
sin poseer conciencia fenoménica. “According to these objections, computatio-
nal systems would at best have the hollow shell of a mind: they would be silicon
versions of a zombie” (p. 314).° La conciencia no es reducible a sus correlatos
neuronales ni funcionales, y cualquier intento de transferencia plena que omita
esta dimensidn esta condenado a ser, en el mejor de los casos, una simulacién
sin sujeto, un zombi. Este es el punto de partida para comprender los limites
ontologicos y epistemolégicos de la emulacion digital de la mente humana.
Todos estos enfoques coinciden en que la experiencia consciente posee un
caracter subjetivo, encarnado y cualitativo que escapa a los modelos compu-
tacionales puramente funcionales (Varela et al., 2016). De ahi que la conciencia
no sea reducible a correlatos neuronales ni a descripciones de acceso funcional
dado que una reproduccién de funciones no equivale a una transferencia de la
experiencia vivida.

En este punto resulta crucial incorporar la perspectiva filoséfica de la feno-
menologia, particularmente la formulacién hecha por Merleau-Ponty (1993).
Aun cuando este escribid su obra décadas antes del auge de la neurociencia
computacional y de la inteligencia artificial, su propuesta ofrece herramientas
conceptuales valiosas para pensar criticamente el rol de la conciencia en el con-
texto actual. Desde la perspectiva de la fenomenologia, la conciencia no es una
operacién abstracta ni una interfaz de procesamiento de datos, sino una apertura
encarnada al mundo, donde el cuerpo vivido, la afectividad y la temporalidad
juegan un rol constitutivo. La conciencia, entonces, es inseparable del cuerpo, en-
tendido no como objeto anatdémico, sino como estructura de sentido y presencia
en el mundo. Esta concepcién desafia los intentos contemporaneos de disociar la
mente de su corporeidad, tal como se observa en las corrientes del funcionalismo
o del Transhumanismo. Asi, la fenomenologia no responde directamente a esos

10 “Seglin estas objeciones, los sistemas computacionales, como maximo, tendrian la céscara vacia

de una mente: serian versiones de silicio de un zombi” (Chalmers, 1996, p. 314)
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modelos, pero si antecede y enriquece su critica, recordando que la experiencia
consciente esta siempre situada, encarnada y mediada histéricamente. El cuerpo
no es un mero soporte fisico ni un simple hardware para un software, es, por el
contrario, el centro activo desde el cual se despliega la percepcion y la experien-
cia. “El cuerpo es nuestro medio general de poseer un mundo. Ora se limita a los
gestos necesarios para la conservacion de la vida y, correlativamente, propone a
nuestro alrededor un mundo biolégico” (Merleau-Ponty, 1993, p. 163). El cuerpo
no tiene una conciencia, es conciencia, en tanto que vive, actla y percibe. Esta
idea desafia radicalmente cualquier proyecto de desanclar la mente de su base
bioldgica. La conciencia humana no puede trasladarse a un soporte digital sin
perder su anclaje fenomenolégico; es decir, su modo concreto de estar en el mun-
do a través del cuerpo vivido.

Colombetti (2014) ha profundizado en esta misma linea de pensamiento, mos-
trando que la conciencia estd afectivamente encarnada y sosteniendo que las
emociones no son eventos mentales que ocurren en un sistema cognitivo, sino
modos corporales de relacién con el mundo. La tristeza, la alegria o el miedo no
son datos que el cerebro procesa, sino vivencias que se sienten en el cuerpo; un
nudo en la garganta, una presion en el pecho, un estremecimiento en la piel. Para
ella, la mente se genera o se hace presente a partir del organismo vivo, gracias a
su organizacion especifica y a la manera en que este se relaciona con el mundo.
“The body of the enactive mind is thus not just the perceiving and acting body but
the living body, and as such it includes, for example, the viscera, the circulatory
system, the immune system, and the endocrine system” (p. xv)."" La concien-
cia afectiva y corporal no podria separarse del cuerpo humano sin reducirla a
una caricatura funcional; no se trata de datos procesados en un sistema, son
experiencias sentidas que se manifiestan en el cuerpo. Este enfoque también
problematiza las ideas de transferencia de conciencia al sefialar que un sistema
gue no tiene un cuerpo bioldgico que sienta y padezca, no puede tener experien-
cias afectivas reales, solo simulaciones externas de emociones, simulaciones
conductuales de afectos.

Desde la ciencia cognitiva contemporanea, la teoria de la cognicién encarnada
o embodied cognition, sostiene que la mente no puede ser considerada indepen-
diente del cuerpo ni de su interaccién sensomotriz con el entorno. El enfoque enac-
tivista, una extension de esta teoria, sostiene que el cuerpo vivo es un sistema que

1 “El cuerpo de la mente enactiva no es solo el cuerpo que percibe y actia, sino el cuerpo viviente,

y como tal incluye, por ejemplo, las visceras, el sistema circulatorio, el sistema inmunoldgico y el
sistema endocrino” (Colombetti, 2014, p. xv)
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se autoproduce y se automantiene, y que, a partir de esa dinamica, hace emerger
significados. La mente no es un cerebro que representa el mundo, sino un cuerpo
vivo que “enacta” (trae a la mano) un mundo de sentido acoplado con su entorno.
Los procesos cognitivos, por tanto, pertenecen al ambito relacional entre el orga-
nismo y su entorno. “Today, this idea of cognition as based on modal sensorimotor
processes is central to the approach called “grounded cognition,” where “groun-
ded” means based on body states, situated action, and modal perception-action
systems” (Varela et al., 2016, p. xxv)."?

De modo que percepcidn, pensamiento y accidn estan profundamente entrela-
zados con la corporalidad. Para autores como Varela et al. (2016) y Noe (2004), el
conocimiento emerge de esta relacion dinamica entre el cuerpo y el mundo que
lo rodea. Y los modelos computacionales cldsicos, los cuales estan basados en
esquemas entrada-procesamiento-salida, son criticados precisamente por omitir
esta dimension constitutiva. La visién enactivista critica este modelo al afirmar
que el conocimiento y la experiencia no pueden surgir en un sistema que no inte-
ractla activamente con el mundo fisico mediante un cuerpo que siente, se mueve
y responde. Si se desliga la conciencia del cuerpo y del mundo externo, no queda
una mente consciente, sino una abstraccion funcional sin vivencia.

En consecuencia, cualquier intento de trasladar la conciencia humana a un
soporte digital que carezca de interaccidn sensorial y motriz con el mundo estaria
condenado, como minimo, a producir una simulacién funcional sin vivencia subje-
tiva. Es asi como Noé (2004) afirma que la percepcion no es algo que ocurre exclu-
sivamente en la cabeza o en el cerebro, sino en el conjunto dindamico del cuerpo
en interaccion con su entorno. De tal modo que la conciencia puede considerarse
intrinsecamente corporal y no un software que puede “migrarse” de una platafor-
ma bioldgica a otra digital sin perder su esencia. Afirma que el cuerpo no es un
contenedor pasivo de la mente sino aquella condicién esencial que lo posibilita,
de tal modo que se puede argumentar que los intentos de transferir la conciencia
prescindiendo del cuerpo como instancia vivida estdn condenados a fracasar en
su aspiracién de preservar la experiencia subjetiva plena del hombre. Si bien es
posible que ciertos aspectos funcionales de la conciencia pudieran simularse, la
vivencia encarnada, afectiva y situada que constituye nuestra conciencia humana
no seria transferida integramente a una maquina.

2. “Hoy en dia, esta idea de la cognicién basada en procesos sensorimotores modales es central

en el enfoque llamado 'cognicién fundamentada', donde ‘fundamentada’ significa basada en los
estados corporales, la accion situaday los sistemas de percepcion-accion modales” (Varela et al.,
2016, p. xxv)
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Sobre la posibilidad real de transferir la conciencia
Como ya se ha planteado, los avances tecnoldgicos de este siglo han renovado
el interés en la posibilidad de trasladar aspectos de la mente humana a sistemas
artificiales. Sin embargo, como también se ha podido observar, las dimensiones
filosofica y fenomenoldgica muestran que esta posibilidad no estd exenta de
profundas limitaciones conceptuales. Entonces, lo que corresponde es analizar
cudles son los alcances reales de lo que podria transferirse a una maquina con la
tecnologia actual, y cudles son los limites estructurales de la conciencia vivida.

Desde un punto de vista funcional, autores como Block (2007) afirman que es
factible que ciertas capacidades cognitivas humanas puedan ser replicadas o
incluso superadas por sistemas artificiales. Procesos como la atencién focalizada,
la memoria operativa, la toma de decisiones basada en algoritmos, el aprendizaje
adaptativo mediante técnicas de machine learning o el procesamiento del lenguaje
natural muestran en la actualidad resultados notables en el ambito de la inteligen-
cia artificial (Block, 2007). Estas funciones corresponden a lo que se denomina
conciencia de acceso, refiriéndose al procesamiento de informacion disponible
para guiar la accion, el pensamiento y la conducta observable. En este sentido, si
es posible construir sistemas que simulen aspectos externos del comportamiento
consciente, generando la apariencia de agencia o incluso de didlogo significativo.

En esta misma linea de ideas, seria posible construir sistemas que imiten de
manera convincente ciertos aspectos del comportamiento consciente, generando
la apariencia de agencia. Sin embargo, tal simulacién no implica la presencia de
una conciencia fenoménica y no garantiza que exista experiencia subjetiva tras
esos procesos (Chalmers, 1996). Para ilustrar esta distincién, puede considerarse
el caso de un vehiculo auténomo, un sistema de inteligencia artificial que puede
ser programado para conducir con gran eficacia, optimizando rutas, respondiendo
a imprevistos e interactuando con otros vehiculos en tiempo real. Pero que un
automdévil se conduzca de manera segura no significa que experimente la conduc-
cion como una vivencia, ni que se sitde en el mundo como un sujeto encarnado.
Esta maquina no siente ansiedad en condiciones climaticas adversas, ni placer
en la conduccién fluida, es decir, no tiene una vivencia subjetiva incorporada en el
acto que ejecuta. Por tanto, la diferencia entre actuar como si se fuera consciente
y serlo realmente no radica unicamente en la presencia de qualia o contenido
fenomenoldgico, sino en la existencia de un cuerpo consciente que viva dichas
experiencias, como lo sefiala la tradiciéon fenomenoldgica.

Aunque algunos autores, como Kurzweil (2024), sostengan que la emulacién
completa del cerebro humano podria eventualmente generar un sistema dotado
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de subjetividad, otros autores como Chalmers (1996), el mismo Block (2007) o
Gazzaniga (2018) subrayan que no existe un marco conceptual ni empirico que
permita verificar si un sistema artificial siente o simplemente simula sentir. Desde
esta perspectiva, la figura del replicante Roy Batty en Blade Runner opera como
una metafora contundente: un ser artificial que pretende expresar recuerdos,
afectividad y conciencia de la muerte, pero que al final del dia se trata simplemente
de ciencia ficcién. La capacidad del androide de enunciar estas experiencias en
un discurso no garantiza que tales vivencias tengan un correlato fenoménico real.
Mientras los sistemas artificiales actuales no cuenten con un cuerpo vivido ni
con una historia afectiva encarnada, dificilmente podran generar una conciencia
comparable a la humana.

Es preciso insistir aqui en que la conciencia humana no puede reducirse a un
conjunto de funciones ejecutables, sino que se manifiesta como una construc-
cién narrativa en el tiempo, un todo de manera integrada. Bajo la perspectiva
de Gazzaniga (2018), la conciencia permite al sujeto orientarse hacia el mundo,
integrar sus vivencias y conferirles coherencia desde una perspectiva situada
y afectiva. Si bien un sistema artificial podria ser programado para construir un
relato de si mismo, esto no basta para concluir que haya conciencia en sentido
fenomenoldgico, pues la narratividad por si sola no implica una experiencia
sentida. Desde la perspectiva inspirada por Merleau-Ponty (1996) y las aproxima-
ciones contemporaneas de autores como Colombetti (2014), la conciencia esta
enraizada en la historicidad del cuerpo vivido y en su afectividad, es decir, no solo
en el relato que se construye, sino en la manera encarnada en que ese relato se
siente y se vive. Transferir informacion no garantiza la continuidad del yo, pues no
puede asegurarse que la conciencia que emerge en un nuevo soporte pueda ser
la misma persona y no una copia sin conciencia del ser original. Asi, aunque una
inteligencia artificial afirmara ser consciente y actuara como tal, no tendriamos
medios confiables para verificar si hay experiencia subjetiva tras sus afirmacio-
nes. Este es el dilema precisamente que plantea Chalmers (1996) a través de la
idea del zombi, una entidad que se comporta como si tuviera conciencia, pero que
carece completamente de experiencia interna. Asi pues, aunque ciertos aspectos
funcionales de la mente puedan replicarse artificialmente, no implica que la con-
ciencia fenomenoldgica emerja con ello. La posibilidad de que un ente como Roy
Batty posea una subjetividad plena permanece, por ahora, como una conjetura
filosofica abierta mds que como una certeza empirica.

Esta alegoria de Batty sirve para ejemplificar claramente que la conciencia no
es solo un procesamiento eficiente de datos, sino una experiencia tragica, sensible
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y encarnada. Pretender transferir esa totalidad a una maquina es una ilusiéon que
subestima la profundidad de lo que significa ser humano. Por consiguiente, es
posible afirmar que la conciencia como experiencia vivida permanece fuera del al-
cance de los modelos computacionales. La transferencia funcional puede ser Util
para la construccion de agentes artificiales eficaces, pero no equivale a trasladar
el yo humano. Esta distincién entre simular e incorporar, entre representar y vivir,
es esencial para comprender los limites filoséficos y fenomenoldgicos de la trans-
ferencia de conciencia. Las tensiones entre los avances técnicos en inteligencia
artificial y las limitaciones impuestas por la filosofia de la mente y la fenomeno-
logia no son meramente tedricas. Mas alla de los limites conceptuales sobre la
posibilidad de transferir la conciencia humana, este debate plantea considerar los
problemas filosoéficos de fondo que pueden afectar también nuestra comprensién
de lalibertad, la identidad personal, la responsabilidad moral y la dignidad humana,
los cuales podran ser tratados en futuras disertaciones e investigaciones.

El objetivo de este articulo ha sido exponer que las teorias que sostienen la
posibilidad de emulacién de la mente suelen partir de una vision reduccionista,
frecuentemente fisicalista, segun la cual todo estado mental es reducible a un
estado fisico o funcional del cerebro. Esta postura, aunque Util para ciertos fines
tecnoldgicos, omite la dimension subjetiva y encarnada de la experiencia misma.
Reducir la mente a un conjunto de algoritmos equivale a ignorar la vida consciente
en su densidad existencial, y corre el riesgo de cosificar al ser humano, tratandolo
como un objeto técnico mas. La conciencia no es una funcién entre otras, es el
modo en que el ser humano habita el mundo y tratarla como un médulo facilmente
replicable es reducir lo irreductible.

Paraddjicamente, muchas de las propuestas que se presentan como post-
cartesianas reproducen, en la practica, un dualismo renovado en donde la mente
funciona como software y el cuerpo es un hardware del que se puede prescindir.
De acuerdo con el mismo Bostrom (2014), este nuevo dualismo cuerpo/datos o
carne/cédigo posibilita visiones fragmentadas donde el cuerpo biolégico se per-
cibe como obsoleto frente a un soporte artificial idealizado y mejorado. Aunque
estas corrientes de pensamiento afirmen que mente y cuerpo estan unidos, sus
modelos operan contradictoriamente bajo la [dgica de que la mente puede sepa-
rarse del cuerpo y ejecutarse en otra base material. Esta perspectiva ignora que la
conciencia no es un maédulo intercambiable, sino un fenémeno relacional y situa-
do, anclado en un cuerpo vivido. Ademas, resulta peligrosa, pues se introduce un
nuevo tipo de dualismo entre cuerpo bioldgico (prescindible) y un soporte artificial
(mejorado) aspiracional, el cual alimenta visiones donde la materialidad organica
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es vista como obsoleta o inferior, desplazable y de la que podemos prescindir.
Este enfoque termina por revalorizar entonces al cuerpo artificial y desvalorizar
el cuerpo vivido, ignorando que la conciencia no es un software migrable, sino un
fendmeno relacional y situado.

Los intentos de trasladar la conciencia humana a una maquina generan debates
profundos sobre el reduccionismo de la experiencia, los dualismos implicitos,
una crisis de la autonomia y la desestabilizacion de la identidad personal. Todos
estos problemas no pueden resolverse desde una l6gica puramente técnica, pues
afectan la autocomprension filoséfica de lo que significa ser un sujeto. Para Chal-
mers (1996), una de las claves para abordar estos dilemas reside en distinguir con
claridad entre la simulacién funcional de procesos mentalesy la presencia efectiva
de una conciencia vivida.

El analisis hasta aqui desarrollado permite sostener que la idea de transferir
la conciencia humana a una computadora, si bien puede ser seductora desde la
I6gica del progreso tecnoldgico, también encuentra limites profundos en el plano
filosofico, fenomenoldgico y ontoldgico. “Present-day scientific theories hardly
touch the really difficult questions about consciousness. We do not just lack a
detailed theory; we are entirely in the dark about how consciousness fits into the
natural order.” (Chalmers, 1996, p. xi)."® La tecnologia puede emular funciones cog-
nitivas, si, pero no garantiza la emergencia de una subjetividad. La diferencia entre
hacer “como si” y experimentar realmente permanece irresuelto. La conciencia
no flota en un vacio, ni puede ser desanclada sin pérdida, pues esta entretejida de
sentidos, emociones, percepciones y movimientos que se viven desde un cuerpo
propio. Por ello, la reduccion de la mente a datos trasladables implica una visién
empobrecida del ser humano, en la que desaparece la vivencia, la fragilidad y la
historicidad de la experiencia personal. Por ello, se puede afirmar que la concien-
cia es inseparable de la corporeidad.

Conclusiones

Frente a las expectativas que proyecta la posibilidad de una conciencia humana
trasladable a sistemas artificiales, los andlisis filoséficos y fenomenoldgicos
aqui revisados permiten sostener una posicién mas critica y matizada. Esta
comprension exige el didlogo entre diferentes disciplinas. Las neurociencias, la
filosofia, la psicologia, la antropologia y la ética deben converger para repensar

13 “Lasteorias cientificas actuales apenas abordan las preguntas realmente dificiles sobre la concien-

cia. No solo carecemos de una teoria detallada; estamos completamente en la oscuridad sobre
coémo la conciencia encaja en el orden natural” (Chalmers, 1996, p. xi)
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qué entendemos por mente, por sujeto, por identidad. Es oportuno sefialar que
aceptar que la conciencia no es plenamente transferible no implica un rechazo
total al progreso, sino una defensa del respeto por la complejidad de lo que signi-
fica ser humano. La técnica puede y debe contribuir siempre a nuestro bienestar,
pero no puede sustituir el enigma de la experiencia vivida ni convertirnos en
artefactos de nosotros mismos.

El recorrido realizado permite concluir que, si bien la tecnologia contemporanea
ha logrado avances notables en la simulacion de funciones cognitivas como la
atencidn, la memoria o el lenguaje, la transferencia plena de la conciencia humana
permanece fuera del alcance conceptual, ontolégico y existencial de estos desa-
rrollos. Y también se puede concluir que la conciencia no se reduce a un conjunto
de funciones ni a un flujo de informacién porque se trata de una experiencia vivida,
encarnada, situada y afectiva que emerge de la interaccion dindmica entre cuerpo,
mundo y temporalidad que da pie a dos factores criticos, la intencionalidad del
sujeto ante el mundo y su subjetividad. Intentar capturar esta experiencia en un so-
porte artificial equivale a confundir la funcién con el fenémeno, la simulacién con
la vivencia. Los sistemas artificiales actuales, por sofisticados que sean, pueden
reproducir patrones de comportamiento, pero no generar subjetividad consciente.

Como plantea Gazzaniga (2018), la conciencia es un fenémeno distribuido
y profundamente enraizado en la arquitectura del cerebro como un instinto
complejo. Comprenderla exige superar las metaforas computacionales reduc-
tivas y avanzar hacia una teoria que integre, de manera rigurosa, neurociencia,
filosofia, fenomenologia y ciencias cognitivas. Gazzaniga, director del Centro de
Neurociencia Cognitiva SAGE, cuya labor ha logrado avances importantes en la
comprension de la lateralizacién funcional en el cerebro humano, concluye que
los humanos nunca construiremos un artefacto que imite nuestra conciencia
personal porque las maquinas inanimadas basadas en silicio funcionan de una
manera, mientras que los sistemas vivos basados en carbono lo hacen de otra.
Para él, las primeras operan siguiendo un conjunto determinista de instrucciones,
mientras que los segundos se valen de simbolos que implican siempre un cierto
grado de incertidumbre. Desde su perspectiva, el esfuerzo humano por imitar
la inteligencia y reproducir la conciencia en maquinas, objetivo recurrente en el
campo de la inteligencia artificial, esta destinado al fracaso.

Asi pues, la hipétesis inicial queda confirmada: aunque ciertas funciones cogni-
tivas pueden simularse, existen limites filos6ficos y fenomenolégicos que impiden
una transferencia completa de la conciencia humana a una maquina. Estos limites
no solo se remiten a la complejidad técnica, sino a la naturaleza misma de la expe-
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riencia consciente, que implica un punto de vista interno, afectividad, historicidad
y un cuerpo vivido, pero, sobre todo, subjetivo. Frente al entusiasmo por lainmorta-
lidad digital, es necesario reafirmar el valor de la finitud, de la vulnerabilidad y de la
historia encarnada que configuran nuestra humanidad.

En este sentido, la transferencia de la conciencia no es imposible por falta de
tecnologia, sino por un error de comprensién: se desconoce si es posible trans-
ferirla debido a que no se sabe del todo qué es. Reconocer este limite no es un
fracaso, sino un acto de honestidad filosdfica y una invitacion a pensar mas alla del
algoritmo, desde y para la humanidad. No se trata de una falla técnica; el limite resi-
de esencialmente en una comprension insuficiente de qué es la conciencia. Como
sefiala Chalmers (1996), mientras no resolvamos el “problema dificil”, todo intento
de replicarla seguira enfrentando barreras insalvables. Por ello, el desarrollo de una
teoria integral de la conciencia que incorpore sus dimensiones fenomenoldgica,
afectiva, corporal y subjetiva es hoy mas necesario que nunca.
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